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Abstract 

Trusted Research Environments (TREs) enable analysis of sensitive data under strict 

security assertions that protect the data with technical organizational and legal measures 

from (accidentally) being leaked outside the facility. While many TREs exist in Europe, 

little information is available publicly on the architecture and descriptions of their 

building blocks & their slight technical variations. To shine light on these problems, we 

give an overview of existing, publicly described TREs and a bibliography linking to the 

system description. We further analyze their technical characteristics, especially in their 

commonalities & variations and provide insight on their data type characteristics and 

availability. Our literature study shows that 47 TREs worldwide provide access to sensitive 

data of which two-thirds provide data themselves, predominantly via secure remote 

access. Statistical offices make available a majority of available sensitive data records 

included in this study. 
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Introduction 

Evidence-based research demands access to sensitive data to apply analysis on high-quality data 

from trusted sources, improving the state of the art in the major fields [31] of (i) Life Sciences (ii) 

Physical Sciences, Mathematics, and Engineering (iii) Arts and Humanities, and (iv) Social and 

Behavioral Sciences. Policy makers globally have recognized the value of research with sensitive 

data in the last years and allowed the use of this data for scientific purposes in many cases while 

ensuring public trust in the appropriateness of use, confidential treatment, fair terms for access 

and transparency of data usage. 

Historically, modes of accessing sensitive started with physical visits to TREs, conducting 

research on de-identified data in a safe room that is monitored and that heavily restricts allowed 

tools and materials to be used and the research produced. Alternatively, some TREs may allow to 

work with sensitive data at trusted partner-TREs, a modus operandi of Federal Statistical Research 

Data Centers (FSRDCs) in the United States that allows researchers to work with census data in 

any of the 33
1

 FSRDCs. Protection and maintaining control over digital sensitive data, confidential 

data or data related to intellectual property while also striving to give third parties access to the 

data poses a significant challenge. Trusted Research Environments (TREs) have been established 

in the last decade that, when properly set-up and operated, help ease this problem by providing 

high security guarantees of a monitored and highly controlled environment. 

We use the umbrella term sensitive interchangeably with confidential data to signify that the 

reason why the data becomes sensitive (e.g. containing personal data, commercial value) can be 

disregarded, any TRE should maintain control over sensitive data in any case regardless. Similarly, 

no common nomenclature for the concept of a TRE exists: the term Secure Research 

Environment (SRE) is predominantly used in the United States, Secure Data Environment (SDE) 

in Great Britain, Sensitive Data Service (SDS) in the Scandinavian Countries and Secure 

Processing Environment (SPE) in a Pan-European context. The goal for this literature study is to 

discover existing TREs, analyze their characteristics and data availability to give an overview on 

available infrastructure for sensitive data research as many European initiatives have been 

emerging in recent months. Our main contributions towards “transparency and trust in research 

practices” are: 

 Comprehensive list of available TREs and bibliography containing system descriptions 

 Analysis on TRE operation characteristics 

 Analysis on sensitive data availability and access 

Methodology 

In this literature study, we identified existing TREs and available datasets globally using scholarly 

databases (Scopus, Web of Science, IEEE Xplore, Science Direct), a computer science 

bibliography
2

, Google and grey literature, focusing on retrieval of the following source material: 

 Peer-reviewed articles where available, 

 TRE websites, 

 TRE metadata catalogs. 

                                                             
1

 https://www.census.gov/about/adrm/fsrdc/locations.html, accessed 2024-02-09 
2

 https://dblp.org/, accessed 2023-09-25 

https://www.census.gov/about/adrm/fsrdc/locations.html
https://dblp.org/
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Figure 1: Flow chart of literature selection. 

We included TREs (c.f. Figure 1) based into the inventory based on the following criteria: the 

infrastructure must implement safeguards similar to the five safes framework introduced by Desai 

et al. [11], describing a safe center for sensitive research data in five risk dimensions. This already 

excludes research data repositories who cannot provide a safe environment to analyze sensitive 

data. To be included in the inventory, each infrastructure must additionally fulfil the requirements 

of a TRE defined by Hubbard et al. [22], who extend the safe setting formulated by Desai et al. 

with safe computing and the possibility to safely map the research results back to e.g. individual 

clinical care in a safe return requirement. 

For each infrastructure in the inventory, we merged related infrastructures that have a 

common governance board (e.g. 33 Federal Statistical Research Data Centers (FSRDCs) 

governed by the US Census Bureau) and copies of the same infrastructure. We, for the time 

being, excluded TREs that are not in operation but e.g. provide reference models [43][13] or do 

not have a sufficient evidence that describes the infrastructure operation. This especially holds for 

CSC ePouta & CSC SD Services in Finland who did not publish a peer-reviewed article, but 

provide sufficient evidence that a TRE is in operation nonetheless. Eliciting this information via 

other means such as interviews or on-site visits, was out of scope for this initial study to showcase 

publicly available information. These are being kept in a backlog for further investigation. 

We determined the number of datasets available in the metadata catalogs as follows: if not 

provided by the TRE website or reports, we (i) used the public metadata catalog API, (ii) de-

structured collections, e.g. the HUNT studies (of the HUNT Cloud [27]), which are available as 6 

collections that partly have iterations, i.e. repetitions, but contain in total 56 separate studies, we 

therefore count 56 datasets, (iii) scraped public endpoints, e.g. the Croatian Bureau of Statistics 

has an undocumented endpoint
3

 available in Croatian and English language that accepts thematic 

abbreviations, producing HTML that can be scraped and filtered. For merged TREs, we did not 

collect the number of datasets available but did not exclude them in the literature study to 

acknowledge their importance. 

Results 

TRE Operation Characteristics 

TREs are predominantly located in Europe (n = 39, 83%), followed by Asia (n = 3, 6%), North 

America (n = 3, 6%) and Oceania (n = 2, 4%).  The countries with the most TREs are Great 

Britain (n = 10, 21%), Finland (n = 4, 9%) followed by China, USA, Germany and Norway (n = 3, 

6%). TREs operating within the European Union (n = 24, 51%) benefit from the common 

                                                             
3

 https://intra.dzs.hr/cat/v2/list/, accessed 2023-09-20 
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Figure 2: Trusted Research Environments globally. 

legislative norms in place to protect individual’s privacy under the General Data Protection 

Regulation. We compared the 47 TREs (c.f. Table 1) for architectural similarities and differences. 

A map of TREs aggregated by country is shown in Figure 2, excluding Pan-European TREs (n = 

5, 11%). We found a very balanced mix of TREs that provide raw data (n = 23, 49%) and provide 

a secure platform (n = 24, 51%) to e.g. link data securely. In general, prior to any research on 

sensitive data a request must be sent to the Data Owner containing (i) personal data to identify the 

Analyst (ii) required data (iii) required tools to perform the analysis (iv) task and research 

questions that should be answered with the required data [43]. 

We identified 31 TREs in total that have a public metadata catalog, of which an overwhelming 

majority (n = 27, 87%) provide access to structured data such as tabular data, some TREs provide 

access to unstructured data (n = 4, 13%) such as images. The TRE with the most datasets  

(n = 1.2M, 90%) available is Eurostat [37], the head statistical office in the European Union (c.f. 

Figure 3). A metadata catalog
4

 exists for human interaction as well as multiple machine-actionable 

interfaces such as SDMX
5

, bulk downloads and REST API endpoints.  

SeRP [24] provides infrastructure solutions to their tenants6
 who each have their own 

technical and governance requirements depending on the data they hold, how it is generated and 

what to do with it, who funds them and regional/national data landscape in which they operate. 

Access to data is enabled directly by the tenant’s unique access conditions. 

The EJP RD Virtual Platform [25] was launched only very briefly before writing this literature 

study in June 2023 and is in the process of onboarding data resources from the rare-disease 

research community in different levels of integration, starting with basic textual descriptions, 

followed deeper discovery and finishing with federated querying and analysis on the data, 

providing extensive data curation. 

The Health-X dataLOFT [5] started its operation too in 2023, enabling linkage of primary 

care data (i.e. electronic patient records) with secondary data (collected by fitness tracker devices). 

The first TRE, Clinical Practice Research Datalink [18] started operation in 1993 and contains 24 

datasets of primary care patient data. 

Eurostat started 2010 with measures to provide a remote access infrastructure to non-

anonymized but de-identified data for research purposes from their national statistic offices, 

making the need for researchers to travel to Luxembourg (Belgium) obsolete under legislative 

regulations coming in effect earlier. 

Many TREs (n = 16, 34%) started their operation during the COVID-19 pandemic (2019 - 

2022) with 50% of included TREs starting their operation between Q1 = 2008 and Q3 = 2020. 

Since physical visits to TREs are not possible, many TREs allow researchers remote access to the 

sensitive data. Many TREs who began their operation during the COVID-19 pandemic allow for  

                                                             
4

 https://ec.europa.eu/eurostat/data/database/, accessed 2023-09-21 
5

 https://sdmx.org/, accessed 2023-09-21 
6

 https://serp.ac.uk/tenants/, accessed 2024-02-08 

https://ec.europa.eu/eurostat/data/database/
https://sdmx.org/
https://serp.ac.uk/tenants/
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Name Publication Country First Available 

SURE [30] AUS 2017 

SeRP Australia [24] AUS 2011 

DEXHELPP [35] AUT 2017 

AMDC [15] AUT 2022 

Population Data British Columbia [33] CAN 2008 

Croatian Bureau of Statistics [34] HRV 2020 

Scientific Data Center of CAS [48] CHN 2019 

National Genomics Data Center [46] CHN 2022 

National Bureau of Statistics China [47] CHN 2020 

Statistics Denmark Remote Desktop [42] DNK 2008 

EHDEN [4] Europe 2022 

EJP RD Virtual Platform [25] Europe 2023 

European Genome-phenome Archive [29] Europe 2008 

Health-X dataLOFT [5] Europe 2023 

HONEUR [2] Europe 2018 

CSC ePouta  FIN 2020 

CSC SD Services  FIN 2022 

FIONA [36] FIN 2010 

SPESiOR [41] FIN 2022 

de.NBI Cloud [21] DEU 2017 

UseGalaxy.eu [23] DEU 2016 

RemoteNEPS [3] DEU 2011 

Pedianet Database [7] ITA 1998 

BIRD [6] ITA 2007 

Eurostat [37] LUX 2013 

ODISSEI Secure Supercomputer [10] NLD 2018 

CBS Microdata [40] NLD 2003 

HUNT Cloud [27] NOR 2020 

TSD [50] NOR 2014 

Statistics Norway [28] NOR 2019 

National Statistics Office Malta [49] MLT 2021 

Federal State Statistics Service [1] RUS 2002 

Statistical Office of the Republic of Slovenia [26] SVN 2006 

MONA [20] SWE 2005 

eDRIS [32] GBR 2013 

SHAIP [44] GBR 2022 

EBI Embassy Cloud [8] GBR 2013 

Data Access Environment [45] GBR 2019 

Secure Research Service [38] GBR 2004 

SAIL Databank [14] GBR 2009 

National Safe Haven [16] GBR 2020 

SeRP [24] GBR 2011 

Clinical Practice Research Datalink [18] GBR 1993 

QResearch [19] GBR 2004 

FSRDC [17] USA 1982 

SRE [39] USA 2019 

Secure Research Infrastructure [12] USA 2021 

Table 1: TREs included in this literature study.
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Figure 3: Sensitive data records available in TREs for researchers. 

Major Field 
TREs 

SO non-SO 

Social and Behavioral Sciences n=13 62% n=8 38% 

Physical Sciences, Mathematics and Engineering n=12 71% n=5 29% 

Life Sciences n=6 21% n=23 79% 

Arts and Humanities n=0 0% n=1 100% 

Table 2: Sensitive data available per major research fields in statistical offices (SO) and TREs that 

are not a statistical office (non-SO). 

remote access, while others who started their operation before mostly only allow physical 

visitation of the data. The available datasets fall into the major fields (c.f. Introduction) of Life 

Sciences; Physical Sciences, Mathematics and Engineering & Social and Behavioral Sciences. 

Sensitive Data Availability and Access 

The most common mode of access identified in our literature survey is visiting the data remotely 

through secure technical measures, predominantly (n = 46, 98%) implementing safeguards similar 

to TREs [22] and the Five Safes Principles [11]. Physical visits (n = 10, 21%) are mostly supported 

by statistic office TREs (n = 7, 70%) in comparison to non-statistical offices (n = 3, 30%).  

Most TREs provide data from the Life Sciences (n = 23), this data is mostly available in TREs 

that are not a statistical office (c.f. Table 2). The least supported mode of accessing sensitive data 

(c.f. Table 3) are external physical visits, allowing access to sensitive data through trusted/approved 

TREs in closer proximity to the researcher than the TRE holding the actual sensitive data. By 

federating access to the proxy TRE, the researcher can visit the sensitive data without the need to 

travel far distances. 

 

 

Data access method 

TREs (n) 

SO non-SO 

L1 L2 L3 L1 L2 L3 

Scientific Use Files 0 7 0 0 2 1 

Physical Visit 0 7 0 0 3 0 

External Physical Visit 1 1 0 0 1 0 

Remote Data Visit 0 11 1 0 31 3 
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Table 3: Sensitive data availability for researchers at statistical offices (SO) and TREs that are not 

a statistical office (non-SO) in three levels of data sensitivity (L1=identifiable data, L2=de-

identified data, L3=anonymized data). 

Sensitive data is available in three levels: (L1) identifiable data, i.e. the US Census Bureau allows 

researchers to visit FSRBC infrastructures to work with identifiable sensitive data; (L2) de-

identified data such as pseudonymized data, all identifiable information has been removed, e.g. 

Scientific Use Files; (L3) anonymous data such as Public Use Files (not considered sensitive 

anymore). Our survey reveals that Scientific Use Files (SUFs) are prevalent in statistical offices 

(n = 7, 70%) in Europe (n = 9, 90%). 

Strengths and Limitations 

Since this literature study did not make use of qualitative research methods (i.e. we did not 

perform a survey with each TRE infrastructure provider) but used information available publicly 

(c.f. Methodology), the conclusions drawn reflect the information that can be gathered with 

reasonable effort and time. The available data is categorized into four, using the well-established 

Taxonomy of Fields developed by the National Research Committee of the United States. 

In some cases, we were not able to find adequate information regarding the sensitive data 

records available: (i) National Bureau of Statistics of China: to the best of our knowledge, no 

definite number of available records is publicly available, so we crawled their public endpoint with 

a bash-script; (ii) Federal State Statistics Service Russia: during our literature study all non-Russian 

connect requests were denied
7

 or unavailable
8

. We found 8.217 records using a proxy with 

Russian IP address (note that Atakin & Yasinovskaya [1] reported 12.187 data sets in 2019). 

Conclusion & Future Work 

High-quality data from trusted sources such as Trusted Research Environments (TREs) is 

essential for evidence-based research. Little information is available publicly on the technical 

implementation as well as descriptions of building blocks and their slight variations. By giving 

researchers access to sensitive data under strict technical security assertions, organizational- and 

legal measurements, researchers can improve the state of the art in many research domains, 

balancing transparency against privacy, especially in health and sharing of genomic data. We 

found 47 TREs, of which most exist in Europe (n = 39, 83%), followed by Asia (n = 3), North 

America (n = 3) and Oceania (n= 2), providing access to sensitive data (raw data or possibility to 

link with external data) of which two-thirds providing sensitive data themselves. We have analyzed 

their technical characteristics and found that a very balanced mix of TREs that provide raw data 

themselves (n = 23, 49%) compared to a platform (n = 24, 51%) to e.g. link sensitive data. Remote 

data visiting is predominant (98%) in contrast to external physical visits where researchers visit an 

authorized external TRE physically instead of accessing data through the statistical office directly 

as seen via the case for Federal Statistical Research Data Centers (FSRDCs) in the United States. 

Statistical offices provide a majority (92%) of available sensitive data in our literature study. 

Starting from this initial literature study who focuses on broad exploration of existing TREs 

using public information. We want to conduct on-site visits of selected TREs soon, compiling a 

multi-case study through qualitative research methods and observation of day-to-day activities, we 

want to give more insight into the operational characteristics of TREs who will (normally) never 

get published, containing anonymized reports of near-accidents, common pitfalls, but also 

                                                             
7

 https://fedstat.ru/, no access September 2023 to January 2024 
8

 https://data.gov.ru, no access September 2023 to January 2024 

https://fedstat.ru/
https://data.gov.ru/
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procurement- and giving access to sensitive data. Further, taking our initial building blocks for 

secure handling of sensitive data from our technical blueprint [43], we want to extend this 

description with machine-understandable context from taxonomies such as the Computer Science 

Ontology
9

. 

Supplementary Material 

All analysis results as well as all script used to query the metadata catalogs are available as Jupyter 

Notebook in our code repository
10

. 
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